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Abstract: Background: The learning-based algorithms provide an ability to automatically esti-

mate and refine GM, WM and CSF. The ground truth manually achieved from the 3T MR image

may not be accurate and reliable with poor image intensity contrast. It will seriously influence the

classification performance because the supervised learning-based algorithms extremely rely on the

ground truth.  Recently,  the  7T MR images  brings  about  the  excellent  image intensity  contrast,

while Structured Random Forest (SRF) performs the pixel-level classification and achieves structu-

ral and contextual information in images.

Materials and Methods: In this paper, a automatic segmentation algorithm is proposed based on

ground truth achieved by the corresponding 7T subjects for segmenting the 3T&1.5T brain tissues

using SRF classifiers. Through taking advantage of the 7T brain MR images, we can achieve the

highly accuracy and reliable ground truth and then implement the training of SRF classifiers. Our

proposed algorithm effectively integrates the T1-weighed images along with the probability maps

to train the SRF classifiers for brain tissue segmentation.

Results: Specifically, for the mean Dice ratio of all 10 subjects, the proposed method achieved

95.14%±0.9%, 90.17%±1.83%, and 81.96%±4.32% for WM, GM, and CSF. With the experiment

results, the proposed algorithm can achieve better performances than other automatic segmentation

methods. Further experiments are performed on the 200 3T&1.5T brain MR images of ADNI da-

taset and our proposed method shows promised performances.

Conclusion: The authors have developed and validated a novel fully automated method for 3T

brain MR image segmentation.

Keywords: Magnetic resonance imaging, machine learning, structured random forest, image processing, cerebral tissues, prin-

cipal components analysis.

1. INTRODUCTION
Magnetic  Resonance Imaging (MRI)  is  very important

and indispensable for diagnosis and study of brain illnesses.
Based on the MRI technique, the study of brain MRI general-
ly requires a segmentation step on the main cerebral tissues
[1]. The segmentation of brain images is of practical value
and useful in clinical diagnosis and treatment of brain illness-
es [2]. In MRI data analysis, although many algorithms de-
signed to achieve the precise segmentation of different brain
tissues for brain studies have been reported, automatic seg-
mentation still is very difficult [3].

There  are  many  learning-based  algorithms  to  analyze
MR  images,  including  support  vector  machines(SVM)  [4,
5], principal components  analysis  (PCA)  [6],  K-Nearest

* Address correspondence to this author at the College of Electrical and In-
formation,  Northeast  Agricultural  University,  Changjiang  Road  600,
Harbin,  China;  E-mail:  markdmh@163.com

Neighbor  (KNN)  [7]  and  deep  convolutional  neural  net-
works  (CNN)  [8].  Recently,  the  segmentation  algorithm
with random decision forest is excellent for large-scale im-
age data [9]. The research on the automatic learning-based
methods of brain MR image segmentation based on the ran-
dom forest is very popular [10-13]. Few learning-based  au-
tomatic segmentation methods have proven to be effective
for all situations. How to overcome the unreliability and in-
accuracy of ground truth obtained from the 3T brain MR im-
ages is very challenging for the learning-based algorithm on
brain MR image.

The  investigation  about  7T  shows  significantly  higher
sensitivity [14]. During the last few years, 7T shows higher
intensity contrast [15-17]. Thus, 7T has been considered as
an excellent imaging and providing better resolved anatomi-
cal details than conventional MRI [18]. But at present, most
MR systems used for  clinical  patients  are  1.5T or  3T sys-
tems. How to take advantage of the combination of 3T and
7T for the clinical investigation is still unexplored.
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In this article, a learning-based segmentation algorithm
on brain MR images with Structured Random Forest theory
is  especially  presented.  We  improve  the  LINKS  scheme,
which  has  been  recently  proposed  for  accurate  tissue  seg-
mentation on infant brain MR images by integrating multi--
source images information together. The structured random
forest technique is employed in the LINKS scheme for brain
segmentation [13]. We train a cascade of multi-class Struc-
tured Random Forest classifiers based on training data con-
sisting of 3T T1-weighted images and segmentation labels
from 7T T1-weighted images. On the base of the excellent
intensity contrast of 7T brain MR images, we can directly
and accurately attain the ground truth for our learning-based
method.  To  address  this  issue,  the  whole  hemisphere  seg-
mentation analysis of ground truth was conducted using 7T
and the comparison to the 3T standard was carried out to as-
sess accuracy and reliability for each region. In the applica-
tion stage,  given an unseen MR image,  the learned classi-
fiers are sequentially applied to progressively refine the tis-
sue probability maps for achieving final tissue segmentation.

2. METHODS

2.1. Data Acquisition and Image Processing
This  study  was  approved  by  the  Institutional  Review

Board  (IRB)  of  the  Northeast  Agricultural  University  and
written informed consent forms were obtained from all sub-
jects. A total of 10 volunteers (4 males and 6 females) with
the age of 28±6 yr were recruited for this study. We have 10
training subjects of T1 brain images. All the 7T MR images
were achieved with 7T Siemens MRI scanner. The 7T T1-
weighted MR images were acquired with 192 sagittal slices
using two sets of parameters: (1) 300 slices, voxel size 0.80
× 0.80 × 0.80 mm3; and (2) 320 slices, voxel size 0.6 × 0.6
× 0.6 mm3. We adopted standard brain MR image prepro-
cessing steps before segmentation and masked out the cere-
bellum and brain stem by using in-house tools [19, 20]. We
should make the registration on the 7T brain MR images ac-
cording to the corresponding 3T images before the manual
work. Then, an expert made manual editing to correct the er-
rors in MR image segmentation results with the tool of ITK-
SNAP software [21].

2.2. Proposed Algorithm
A learning-based algorithm of brain MR images segmen-

tation is proposed by formulating the brain segmentation as
a classification with Structured Random Forest(SRF) in this
paper.  The  SRF  is  very  suitable  for  the  classification
problem and is applied as the classifier to produce the brain
tissue probability maps. The SRF can efficiently make use
of more image features to perfectly obtain local and contex-
tual  brain  image  information.  So  the  segmentation  conse-
quence of brain MR image is completed based on the largest
probability  on  each  voxel  location.  The  main  novelties  of
the proposed method are the utilization of the 7T brain MR
images to obtain the ground truth of the learning-based algo-
rithm.

The proposed algorithm uses SRF as a supervised classi-
fier. From (Fig. 1), we can find that the 7T brain MR image

shows excellent image intensity contrast compared with the
corresponding 3T brain MR image. We find that compared
with the images acquired at 3T, the 7T MR images would
yield superior spatial resolution and intensity contrast. When
training the random forest, we can make use of the respond-
ing 3T brain MR images attained from the dataset. So the au-
tomatic segmentation algorithm of Structured Random For-
est will be trained by the 3T training sample and its ground
truth.

As mentioned before, our algorithm is a supervised learn-
ing-based method. The proposed algorithm is shown in Fig.
(2).  In  the  training  stages,  a  lot  of  classification  decision
trees  will  be  trained.  The key point  of  our  algorithm is  to
train the SRF with the ground truth generated from the 7T
image. Because the 7T brain MR images have excellent in-
tensity contrast, the ground truth can directly and convenient-
ly be obtained by the 7T images and show more perfect qual-
ity than the ones by using the 3T images. So there are corre-
sponding 3T brain MR images according to the 7T images
and these 3T images will be taken as the training samples to
train  the  random  forest.  We  have  10  training  samples  at-
tained from 10 brain MR subjects.

2.3. Structured Random Forest
Random forest algorithm is a classifier with a lot of mu-

tually independent decision trees [22-24]. RF is trained with
boosting method. A RF is considered as a collection of deci-
sion trees, such as�

(1)

Where  X  is  a  random  vector,  ψ(t)are  independent  and
identically distributed random vectors. The classification of
random vector is determined by the majority voting result of
mutually independent decision trees [25, 26]. The Structured
Random Forest (SRF) [27] is designed to utilize the structu-
ral information for image labeling and image segmentation.
In SRF, all label distributions are mapped to a discrete space
at each split node in a random forest to achieve the standard
information gain measures. Then, the predicted distribution
can be obtained directly without calculating the probability
of each class individually. SRF shows higher accuracy and
lower standard deviations among different measurements.

2.4. Appearance and Context Features
In our work, the 3D Haar-like features are as follows:

(2)

Where R is the patch that centers at the voxel x, R1 and

R2  are  randomly  and  independently  displaced  cubical  re-

gions. I is the source image, and the parameter b  {0,1} in-
dicates whether one or two cubical regions are used [28, 29].

In the training stage,  a series of classification decision
trees are trained. In the first iteration, only the T1-weighted
images are taken as input source for voxel-wise classifica-
tion. In the later iterations, we select the three tissue proba-
bility maps as additional source input images. The iteration
is repeated in the training process and the tissue  probability
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Fig. (1). The comparison of the image intensity constant between 3T brain MR image and 7T brain MR image. (A higher resolution / colour
version of this figure is available in the electronic copy of the article).

Fig. (2). Flowchart of our proposed algorithm with T1 weighed images of the three probability maps for the training of decision trees. (A
higher resolution / colour version of this figure is available in the electronic copy of the article).
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Fig. (3). The original image, consequence of proposed algorithm on Subject 6 and ground truth. The tissue probability maps of GM, WM and
CSF by applying the decision trees on a target subject. (A higher resolution / colour version of this figure is available in the electronic copy
of the article).

maps  of  previous  iteration  will  be  used  as  supplemental
sources for exact context features. In the testing stage, each
voxel independently goes through each tree until the voxel
arrives at a leaf. The class probability of the testing sample
is determined by the average of the class probabilities of the
leaf node in decision trees. In this paper, the random forest
through  the  iteration  will  produce  three  tissue  probability
maps for GM, WM and CSF. Eventually, the final results of
classification are obtained shown in Fig. (3). In (Fig. 3), we
apply trained random forest classification algorithm on a test-
ing brain MR subject. From (Fig. 3), we can find that the tis-
sue probability maps are increasingly improved in the itera-
tion.  They  are  more  and  more  accurate  according  to  the
ground truth. So, the brain MR subject segmentation conse-
quences are perfect and desirable in the iteration classifica-
tion procedure.

2.5. The Statistical Software and Experimental Tests
A section statistical analysis should be added at the end

of materials and methods to show which statistical software
and which tests were used to compare the results. In this pa-
per, the matlab software was used to calculate the results of
statistical analysis. We designed the matlab program to cal-
culate the Dice ratio over different images achieved by the

proposed algorithm, FSL, MIPAV and SPM and apply the
leave-one-out cross validation on all subjects to calculate the
Dice ratio with different algorithms. The segmentation re-
sults  with  respect  to  the  Dice  ratio  of  GM,  WM and  CSF
prove  the  superiority  of  the  proposed  automatic  scheme.
Then, we compare the segmentation accuracies with Dice ra-
tios of 7 different methods on 10 subjects in terms of Dice ra-
tio achieved by the support vector machine (SVM), coupled
level sets (CLS), majority voting (MV), Atlas forest, Nonlo-
cal label fusion, classical random forest (RF), and proposed
algorithm. In this paper, we have 10 training subjects of T1
brain images and achieve the segmentation results of tissues
of GM, WM and CSF, Label difference maps of GM, WM
and CSF and 3D surfaces of segmentation results with the
proposed  automatic  segmentation  scheme  on  the  3T  brain
MR images. These consequences perfectly illustrate that the
proposed automatic segmentation scheme is more effective
than other automatic segmentation software FSL, MIPAV,
and  SPM.  We have  made  the  segmentation  on  797  ADNI
subjects with the proposed method. And then, the segmenta-
tion on 797 ADNI subjects with the proposed method was
made. Because of the lack of the ground truth of ADNI sub-
jects,  we make comparisons  with  FSL on the  detection  of
group differences between AD vs NC, and MCI vs NC. The
GM/WM difference between maps of AD vs NC, and MCI
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vs NC shows the accurate and satisfactory WM cortical atro-
phies in the brain MRI images with our proposed algorithm.

3. RESULTS
In the implementation of our automatic segmentation al-

gorithm,  30,000  training  voxels  are  randomly  selected  in
each training brain MR subject. The number of classes in the
classification of random forest are 3 (GM, WM and CSF).
All training images would be resampled to the image spac-
ing of 0.65×0.65×0.65. The number of input images of ran-
dom forest for classification is 1 in the first iteration and 4 in
the other iterations. We devise 10 iteration processes in our
training  of  random forest.  The  patch  size  of  each  training
voxel is set as 9 × 9 × 9 patch. In each iteration, 20 classifica-
tion trees are trained and the maximum tree depth is 100 ac-
cording to the current implementation capability. The mini-
mum sample size of each leaf node is 8 and the total number
of Haar-like features generated are 10,000 in each tree. To
evaluate  the  excellence  of  the  proposed  algorithm  of  7T
MR, we have also compared the following automatic medi-
cal image processing software: FSL, MIPAV, and SPM with
our proposed automatic segmentation scheme in this paper
and the segmentation consequences are shown in Fig. (4).

We apply the leave-one-out cross validation on all sub-
jects  to  calculate  the  Dice  ratio  with  different  algorithms.
The proposed automatic scheme improves the segmentation
results with respect to the Dice ratio of GM, WM and CSF
shown in Table 1. The comparison between the proposed au-
tomatic scheme and FSL, MIPAV, and SPM shows that the
proposed scheme outperforms other segmentation methods
in the most time. Specifically, proposed automatic scheme
achieved mean (± standard deviation) Dice ratios as 0.9017
±  0.0183(GM),  0.9514  ±  0.0090(WM)  and  0.8196  ±
0.0432(CSF) on average over 10 subjects, yielding an over-
all value of 0.8799 ± 0.0603. In contrast, FSL, MIPAV and
SPM  achieved  overall  Dice  ratios  of  0.7922  ±  0.1194,
0.7917 ± 0.1194, 0.7607 ± 0.0880, respectively. Consequent-
ly, the proposed automatic scheme outperformed other meth-
ods with Dice ratios.

For clearly demonstrating the advantage of the proposed
automatic segmentation scheme, the segmentation results of
tissues of  GM, WM and CSF with subject  2 are shown in
Fig. (4). The first column lists the original brain MR images,
and the sixth column shows the corresponding results of hu-
man experts. The following four columns present the results
of the proposed automatic segmentation scheme, FSL, MI-
PAV and SPM. We can find that  the  segmentation conse-
quences  is  very  close  to  the  ground  truth.  In  comparison,
there are more errors and fuzzy boundaries in segmentation
of FSL, MIPAV, and SPM. These consequences perfectly il-
lustrate that the proposed automatic segmentation scheme is
more effective than other methods. Label difference generat-
ed  by  the  proposed  algorithm,  FSL,  MIPAV and  SPM on
subject  7  are  shown  in  Fig.  (5).  We  can  see  that  the  pro-
posed automatic segmentation scheme outperformed the cur-
rent medical image automatic processing software FSL, MI-
PAV, and SPM.

We have made the segmentation on 797 ADNI subjects
with the proposed method. We compare these segmentation
results with other methods shown in Fig. (6). The first col-
umn shows original T1-weighted images and the second col-
umn  shows  the  consequences  of  the  proposed  algorithm.
The third and fourth columns show the segmentation results
with FSL and MIPAV. But the segmentation on ADNI by
use of the SPM is unsuccessful and is not shown in Fig. (6).
The comparison of 3D surfaces of segmentation results with
different methods is shown. The first row shows the 3D gray
matter surfaces with the proposed algorithm, FSL and MI-
PAV and  the  second  row shows  the  3D white  matter  sur-
faces with the proposed algorithm, FSL and MIPAV. From
(Fig. 7), 3D surfaces show the advantage of the proposed al-
gorithm.  We can  find  that  the  proposed  algorithm outper-
forms  other  algorithms  in  the  performance  of  tissue
boundary detection and shows higher accuracy of the seg-
mentation on the boundary pixels.

The DICOM files with proposed algorithm, FSL and MI-
PAV have been uploaded as supporting information. Since
there is no ground truth, it may be difficult to make a quanti-
tative comparison between them in terms of Dice ratios. Al-
ternatively, we make comparisons with FSL on the detection
of group differences between AD vs  NC, and MCI vs  NC.
We compare the GM/WM difference between maps of AD
vs  NC, and MCI vs  NC with different algorithms. (Fig. 7)
shows the GM/WM volume differences between AD vs NC.
Both results by our method and FSL method have shown sig-
nificant  cortical  atrophy  in  the  pictures.  However,  FSL
method wrongly identified WM regions that are even larger
than that of controls, which is opposite to the real case. The
possible reason is that FSL method under-segmented GM or
over-segmented WM, or both of them. By contrast, our algo-
rithm showed  accurate  and  satisfactory  WM cortical  atro-
phies in the brain MRI images.

In  (Fig.  7),  group  volume  difference  of  AD  vs  NC  is
shown. Red is used to indicate expansion and blue is used to
indicate atrophy (p<0.05 FDR corrected, cluster size > 50).
Form the volume differences, we can conclude that our algo-
rithm is superior to other mainstream automatic segmenta-
tion  algorithms  for  brain  MRI  images.  Our  algorithm  can
give convincing and reasonable brain MRI images segmenta-
tion results.

Our current experiments are implemented on a computer
cluster  (3.3  GHz Intel  processors,  12 M L3 cache,  and 64
GB memory). There are total 6 iterations, and, for  each  iter-
ation,  20  trees  are  trained. All  trees  in  each  iteration are
trained in a parallel  way and the average training time for
one  tree  is  about  1.5  hours,  thus  the  total  training  time  is
around 1.5 h×6 iterations =9h.  For testing on a typical  3T
brain MR image, the average runtime is about 10 mins.

4. DISCUSSION
We compared our method with other segmentation meth-

ods provided in the following software packages: FSL, Medi-
cal Image Processing, Analysis and Visualization (MIPAV)
and Statistical Parametric Mapping (SPM). The leave-one-
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Fig. (4). (a-f) Comparison segmentation results over Subject 2. The first column shows the four slices of original T1 weighted image. The se-
cond, third, fourth and fifth columns show the segmentation results with FSL, MIPAV, SPM and proposed algorithm. (A higher resolution /
colour version of this figure is available in the electronic copy of the article).

Fig. (5). (a-d) Label difference maps generated by proposed algorithm, FSL, MIPAV and SPM on subject 7. (A higher resolution / colour
version of this figure is available in the electronic copy of the article).
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Fig. (6). (a-c) Comparison of 3D surfaces of segmentation results. The first row shows the 3D gray matter surfaces with proposed algorithm,
FSL and MIPAV. The second row shows the 3D white matter surfaces with the proposed algorithm, FSL and MIPAV. (A higher resolution /
colour version of this figure is available in the electronic copy of the article).

Fig. (7). Group volume difference of AD vs NC by the proposed method and FSL method. (A higher resolution / colour version of this figure
is available in the electronic copy of the article).
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Table 1. Comparison of Dice ratio over different images achieved by the proposed algorithm, FSL, MIPAV and SPM.

Dice Ratio Sub.1 Sub.2 Sub.3 Sub.4 Sub.5 Sub.6 Sub.7 Sub.8 Sub.9 Sub.10 Mean

GM Proposed 0.8787 0.8980 0.8958 0.8998 0.8861 0.9258 0.9092 0.9046 0.9130 0.9055 0.9017±0.0183
FSL 0.8339 0.8185 0.8132 0.8309 0.8103 0.8107 0.7875 0.8307 0.8213 0.7757 0.8133±0.0180

MIPAV 0.8431 0.8174 0.8166 0.8056 0.8192 0.8389 0.7970 0.8447 0.8343 0.8385 0.8255±0.0158

SPM 0.7739 0.7758 0.7971 0.7775 0.7953 0.7881 0.796 0.7801 0.8463 0.7021 0.7832±0.0336

WM Proposed 0.9467 0.9522 0.9494 0.9496 0.9447 0.9592 0.9520 0.9445 0.9570 0.9590 0.9514±0.0090
FSL 0.9415 0.8796 0.8860 0.8998 0.8517 0.9529 0.9013 0.9500 0.9276 0.9587 0.9149±0.0346

MIPAV 0.9282 0.8749 0.8869 0.8685 0.8676 0.9232 0.9033 0.9437 0.9202 0.9490 0.9066±0.0291

SPM 0.8208 0.7978 0.8141 0.8125 0.8026 0.8321 0.873 0.8346 0.8482 0.8422 0.8278±0.0218

CSF Proposed 0.8210 0.8321 0.7801 0.8394 0.7535 0.8848 0.8632 0.8170 0.7762 0.8291 0.8196±0.0432
FSL 0.6479 0.6046 0.6075 0.6312 0.4970 0.7748 0.6973 0.6494 0.6629 0.7072 0.6480±0.0699

MIPAV 0.6469 0.5965 0.5989 0.6151 0.4834 0.7514 0.6967 0.7075 0.6380 0.6959 0.6430±0.0721

SPM 0.6777 0.6332 0.5176 0.6970 0.5190 0.7832 0.7343 0.7783 0.7515 0.6191 0.6711±0.0928

Table 2. Segmentation performance in terms of Dice ratio achieved by the support vector machine (SVM), coupled level sets (CLS),
majority voting (MV), Atlas forest, Nonlocal label fusion, classical random forest (RF), and proposed algorithm.

Dice Ratio SVM CLS MV Atlas Nonlocal Label Fu-
sion

RF Proposed

GM 0.8038±00690 0.8421±0.0740 0.0849±0.0101 0.0871±0.0076 0.0871±0.0076 0.8930±0.0057 0.9017±0.0183

WM 0.8172±0105 0.8297±0.0830 0.0825±0.0105 0.0889±0.6000 0.0890±0.0074 0.9112±0.0142 0.9514±0.0090

CSF 0.7333±0369 0.8038±0169 0.0806±0.0155 0.0804±0.0217 0.0801±0.0110 0.8263±0.0110 0.8196±0.0432

out cross-validation based Dice ratios for the 10 training sub-
jects. The results indicate that the proposed method outper-
forms other methods for all three tissue types in most cases.
Specifically,  for  the  average  Dice  ratio  of  all  10  subjects,
our method performs much better than any other comparison
methods.  For  example,  compared  to  the  best  method,  our
method improves about 8% for GM, > 4% for WM, and >
17% for CSF. Qualitative results for visual inspection are al-
so shown in Fig. (4) to Fig. (6).

From the experiments, our method, compared with FSL,
MIPAV and SPM, could produce perfect results that are sig-
nificantly  consistent  with  the  ground  truth  segmentations.
The WM surfaces generated by the ground truth and differ-
ent methods show the differences of the label maps with re-
spect  to  the  ground-truth  segmentations  and  indicates  that
the proposed method produces better segmentation with less
false positives and false negatives compared with commonly
used state of the art brain MRI automatic segmentation meth-
ods.

In order to demonstrate the effectiveness and superiority
of the proposed algorithm, we compare the segmentation ac-
curacies with Dice ratios of 7 different methods on 10 sub-
jects.  Segmentation  performances  in  terms  of  Dice  ratio
achieved by the support vector machine (SVM), coupled lev-
el sets (CLS), majority voting (MV), Atlas forest, Nonlocal
label fusion, classical random forest (RF), and proposed al-
gorithm  are  shown  in  Table  2.  The  segmentation  perfor-
mances denote that the proposed algorithm is superior to the
other 6 learning-based algorithms in the accuracy of segmen-
tation in most cases, on average over 10 subjects. It can be
observed that the segmentation results of tissues of GM and
WM  with  the  proposed  algorithm  yielded  higher  perfor-

mance  than  any  of  other  6  learning-based  methods.  This
suggests that the proposed method can achieve promising re-
sults with the least computational errors. These results de-
monstrate that 7T learning-based algorithm is more informa-
tive in distinguishing certain tissue types, and leads to im-
proved segmentation performance.

CONCLUSION
In this paper, the segmentation problem of 3T brain im-

ages was transformed into a patch classification question for
the  classifiers  of  the  structured  random  forest  with  the
ground  truth  directly  obtained  from  the  corresponding  7T
brain MR images. Our algorithm achieved the segmentation
of three tissue probability maps for GM, WM and CSF. For
comparison purposes, we also implemented six commonly
used segmentation algorithm, such as the support vector ma-
chine  (SVM),  coupled  level  sets  (CLS),  majority  voting
(MV), Atlas forest, Nonlocal label fusion and classical ran-
dom  forest  (RF).  The  support  vector  machine  (SVM)
(Burges, 1998) [30] are inherently binary classifiers. In or-
der to make the segmentation on the MR brain image and
achieve classifying tissues  of  the  brain,  they are  often ap-
plied hierarchically or in the one-versus-all manner. Usually,
several different classes have to be grouped together, which
may  make  the  classification  task  more  complex  than  it
should  be.  The  performance  of  support  vector  machine
(SVM) are generated by tuning the regularization parame-
ters using cross validation. The classical RF is a tree-based
ensemble model in which a set of randomized trees are built
and the final decision is made using majority voting by all
trees. This method has been used in MR image segmentation
(Criminisi  and Shotton, 2013; Criminisi,  et al.,  2012) [31,
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32]. The coupled level set (CLS) (Wang et al., 2011) [33] is
designed  to  combine  the  local  intensity  information,  atlas
spatial prior, and cortical thickness constraint in a level-set
framework.  The  majority  voting (MV)  methods  (Wang et
al., 2014) [13] require the images of different subjects to be
registered, since a local dictionary was constructed by using
patches  extracted  from the  corresponding locations  on the
training images. The atlas-based methods are proposed for
the automatic segmentation of brain MR image. A new atlas
framework is designed for performing neonatal brain tissues
segmentation by using a subject-specific tissue probabilistic
atlas generated from the follow-up data of the same subject
(Kuklisova-Murgasova et al., 2011) [34]. The novel patch-
based method is proposed for automatic extraction of ana-
tomical structures by using the expert manual segmentation
as priors. By taking advantages of the redundancy of infor-
mation  present  in  the  image,  the  patch-based  non-local
means scheme enables the robust use of a large number of
samples during estimation. A patch-based weight is used to
perform a pixel-based aggression of the labels ensuring the
independence of the votes (Coupé, P., et al., 2011) [35]. The
performance of SVM, CLS, MV, Atlas, Nonlocal label fu-
sion,  RF  and  proposed  algorithm was  reported  in  Table  2
with the Dice ratio. It can be observed that our proposed al-
gorithm outperformed other methods for the segmentation of
brain tissues in most cases. Specifically, our proposed algo-
rithm could  achieve  Dice  ratios  as  81.96%±4.32% (CSF),
90.17%±1.83% (GM), and 95.14±0.90% (WM) on average
over 10 subjects. In contrast, SVM, CLS, MV, Atlas, Nonlo-
cal label fusion and RF achieved the overall best Dice ratios
of 82.63±1.10%, 89.30±5.57%, 91.12±1.42%, respectively.
After all, our proposed algorithm outperformed other meth-
ods in terms of segmentation of brain MR images.

In this paper, we aimed at segmenting the 3T brain tis-
sues  based  on  Structured  Random Forest.  We  presented  a
learning-based automatic segmentation algorithm by effec-
tively making use of the 7T MR images and employing the
classifiers of Structured Random Forest. The learning-based
automatic  segmentation  algorithm  could  combine  the  T1-
weighted images with the tentatively estimated tissue proba-
bility maps. Firstly, we trained the classifiers of Structured
Random  Forest  with  the  3T  brain  MR  images  and  corre-
sponding ground truth obtained from 7T MR images. Then,
in the next classification stage, the proposed automatic seg-
mentation algorithm could integrate the T1-weighted images
and the probability maps of GM, WM and CSF estimated in
the last iteration. We compare the performances of our ap-
proach with those of the commonly used automatic segmen-
tation  methods  such  as  FSL,  MIPAV,  and  SPM.  Results
showed that our proposed automatic segmentation algorithm
significantly outperformed other states of the art methods on
brain MR tissue segmentation.

In our work, the brain tissue segmentation problem was
transformed into a patch classification task for the classifiers
of the random forest. In our proposed automatic segmenta-
tion algorithm, the classifiers of Structured Random Forest
are trained with the ground truth directly obtained from the
corresponding 7T brain MR images. We employed the classi-
fiers  of  Structured  Random Forest  iteratively  trained  with
the input of multi-source images such as T1-weighted im-

ages and tissue probability maps of WM, GM and CSF from
the previous classification. The studies showed that the clas-
sifiers  of  the  random  forest  yield  very  promising  perfor-
mance  on  brain  MR  tissue  automatic  segmentation  com-
pared with the support vector machine (SVM), coupled level
sets (CLS), majority voting (MV), Atlas forest, Nonlocal la-
bel fusion and classical random forest (RF). Further experi-
ments were performed on the 3T brain MR images of ADNI
dataset  and  the  proposed  method  shows  excellent  perfor-
mances.  The  performance  of  our  proposed  automatic  seg-
mentation algorithm outperformed other state of the art meth-
ods on brain MR tissue segmentation and the segmentation
performances of three brain tissues were balanced and sta-
ble. In the future, we will explore new intelligent automatic
segmentation algorithm. But still, brain MRI segmentation is
a challenging task and there is a need for future research to
improve the accuracy, precision and speed of segmentation
methods.
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